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## Motivation



What does this green apple tell you about black ravens?
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## Solomonoff Induction
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Solomonoff normalization: $M_{\text {norm }}(\epsilon):=1$ and

$$
M_{\text {norm }}(x a):=M_{\text {norm }}(x) \frac{M(x a)}{\sum_{b \in \mathcal{X}} M(x b)}
$$

$M_{\text {norm }}$ is a probability distribution on $\mathcal{X}^{\infty}$
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\sup _{H}\left|M\left(H \mid x_{<t}\right)-\mu\left(H \mid x_{<t}\right)\right| \rightarrow 0 \mu \text {-a.s. as } t \rightarrow \infty
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- $M$ is lower semicomputable, but $M(x y \mid x)$ is incomputable

$$
\Longrightarrow M \text { is really good at learning }
$$
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- Equivalence condition is satisfied.
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Question: Does a nonblack nonraven confirm $H$ :
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Answer: Not always.
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## Resolving the Paradox of Confirmation I

Solution: Reject Nicod's criterion!
[Good, 1967, Jaynes, 2003, Vranas, 2004]

Not all black ravens confirm $H$.

## Resolving the Paradox of Confirmation II

In the literature there are perhaps 100 'paradoxes' and controversies which are like this, in that they arise from faulty intuition rather than faulty mathematics. Someone asserts a general principle that seems to him intuitively right. Then, when probability analysis reveals the error, instead of taking this opportunity to educate his intuition, he reacts by rejecting the probability analysis.
[Jaynes, 2003, p. 144]
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