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Background

Pitman-Yor and Dirichlet Processes

@ Two-Parameter Poisson-Dirichlet Distribution proposed by
Pitman and Yor in 1997, denoted PD(a, b).

@ Usually embedded in the Two-Parameter Poisson-Dirichlet
Process, denoted PDP(a, b).

@ Subsequently called Pitman-Yor Process.

@ Parameters usually are «, 6, but we use a, b.

@ When first parameter (a or «) is zero, reduces to the Dirichlet
Process (DP).

@ Used for so-called non-parametric Bayesian analysis, since
they are infinite dimensional distributions.

@ At NIPS is considered double-plus good.
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Background

Typical Application: Clustering

Data is sequence yi, o, . . ..

Assume clusters have means distributed apriori as
Gaussian(0, /).
@ Mixture model places y; in cluster k;: Can make the mixture

probabilities PD(a, b), thus allowing infinite many clusters.

Or place y; with mean [i;, where [i; are
PDP (a, b, Gaussian(0, _))>

e The PDP will intrinsically do the mixture model for you.
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Background

Typical Application: Language Model

Word probability models:

@ Data is sequence of English words,

“from”, “apple”, “to", “from”, “from” , “cat”, “to",...
@ Model the word probabilities as PD(a, b), thus allowing
potentially infinite many words.
Variable n-gram models:
o Data is English text tokenised at spaces, “The quick brown
fox jumped over the lazy dog ..."

@ Model the word context (previous n words) be a tree with
context frequency at each node. Place a single word
probability model (as above) at each node as well.

@ Thus combined model gives word probabilities for each
context.

Buntine Pitman-Yor Ps



Background

Our Motivation

@ PDP’s and DPs are usually defined procedurally (with
sampling or sorting rules) or axiomatically.

@ We would like to better understand what sort of prior they are
when used for non-parametric Bayesian inference,
e.g. for "infinite” dimensional clustering.

@ When used in language modelling, we would like more
efficient inference algorithms.
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Background

Model Family

Consider the distributional formula:

p(k) = px where Y " pi =1,
k=1
p(X|k) = 6x.(-)

where dx, () is a discrete measure concentrated at Xj. We assume
the values Xy € X are independently and identically distributed
according to same base measure H(-).

@ We might model a sequence of X values generated.
@ We might model just a sequence of k values.
@ We might model the equivalence classes in a sequence of k's.

o We might model the pyx themselves.
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Background
Model Family, cont.

Assume H(-) is the uniform distribution on the unit interval [0, 1].

@ We might model a sequence of X values generated.

0.4674, 0.3925, 0.1937, 0.4674, 0.4674, 0.3947,
0.1937, ...,

@ We might model just a sequence of k values.
12, 435, 7198, 12, 12, 35, 7198, ...,

@ We might model the equivalence classes in a sequence of k's.
1,2 31, 1,43, ..,

e We might model the py themselves (assuming a = 0 and
b =2),

p1=3/9, p2=1/9, p3=2/9, pa =1/9,
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Background

Model Family, cont.

@ Assume H(-) is the non-atomic distribution uniform on the
unit interval [0,1]. Given a sequence of X values generated
0.4674, 0.3925, 0.1937, 0.4674, 0.4674, 0.3947,
0.1937, ...,

we can be sure the equivalence classes in a sequence of k's are
1,2 3 1,1,43, ..,

@ Assume H(-) is a discrete distribution on En-
glish words (so different X could be the same) given a sequence

“from”, uapp/eu, “to”, ”from”, uf'romn, “Cat”, “to”,

it could have any one of the following equivalence classes
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Definitions

Definition. (Pitman and Yor, 1997) For 0 < a <1 and b > —a, suppose
that a probability P, governs independent random variables Y such
that Yy has Beta(1 — a, b + k a) distribution. Let

Vi=V%, Vi=0-Y)--Q-Y_ )Y k>2

and let V; > V, > --- be the ranked (sorted) values of the V. Define
the Poisson-Dirichlet distribution with parameters a, b, abbreviated
PD(a, b) to be the P, j distribution of V,,.

Definition. (Ishwaran and James, 2001) Given a base probability
(density) function H(-) on a measurable space X, the Poisson-Dirichlet
process with parameters a, b, abbreviated PDP(a, b, H), is given by the

discrete probability
D Vidx, ()
k=1

where dx, (+) is a discrete measure concentrated at Xj and V is PD(a, b).

Buntine Pitman-Yor Ps




Background
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NB. There are also loads of good tutorials from the SML crowd.
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Improper Dirichlet Priors

Definition: Partition Model

Definition. A partition model is defined by a countably infinite
sequence of probabilities p1, pa, ... from an infinite-dimensional
probability vector B, where "2, py = 1. A sample of length N
from the model is a sequence of indices ki, ..., ky drawn i.i.d.

according to probability p.

Definition. The sample from the partition model induces a sample
from non-atomic base distribution H(-) as follows. Let Xj ~ H(-)
for k =1,...,00. Given the partition represented by indices

In = ki, ..., ky, return the sequence Sy = Xj,, ..., Xk, -
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Improper Dirichlet Priors

Definition: Improper Dirichlet Prior

Definition. Given parameters (a, b), where 0 < a < 1 and

b > —a, define an improper prior (or unnormalised measure) on
the parameters p of a partition model as follows. For any
sub-vector py,, Py; ---» Pky, Use the following measure:

b+M v
+\b+tMa —a—1
) p

p(pk17pk27 "'7pk/\47p/—\|_/l) = (pl\/l Km t
m=1
where p;, =1 — Zgzl Pk -
NB. informally, this is a Dirichletyyy1(—a, —a,...,—a,b+ M a),

NB. the definition is consistent across change of variables to
sub-vectors.
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