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The Exploration/Exploitation Dilemma

Efficient exploration is still an open problem in MDPs with:

Large state spaces

Sparse rewards
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Novelty-Based Exploration in Large MDPs

How do you explore efficiently?

Encourage the agent to visit novel states to maximally reduce its
uncertainty. How?

Make your agent curious about states with novel features
1 Choose a feature representation  (s; a) of the state space
2 Compute a visit pseudocount N̂( )
3 Compute a novelty-based exploration bonus:

R( ) / 1q
N̂( )

4 Add the bonus to the reward r
5 Train the agent with the augmented reward r+ = r +R( )
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Novelty-Based Exploration in Large MDPs

Feature Representations for Novelty from previous work:

Context-Tree Switching (CTS) Density Model (Google DeepMind) [1]

#-Exploration (Berkeley) [4]

Neural Density Model (Google DeepMind) [3]
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Novelty-Based Exploration in Large MDPs

Problem:

Which feature representation is appropriate for measuring the
novelty of a state?

Previous works do not justify their choices
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