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Problem

A slightly mis-specified goal could lead an

advanced agent to create an unprecedentedly

bad outcome.
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Proposal

Design an agent which avoids causing

unprecedented events.
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How to be β-Pessimistic

∗ Maintain a posterior distribution over a
countable set of world-models

∗ Take the top however many world-models in the
posterior, until the sum of their posterior weights
exceeds β

∗ Act to maximize the minimumworld-models

expectedworld-model future discounted reward

∗ If the pessimistic value of every policy is 0, defer
action-selection to a mentor.
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Setup

∗ a reinforcement learner is given an observation
and reward ∈ [ε, 1] after each action

∗ the agent can defer action-selection to a mentor

∗ the agent is parameterized by a countable set of
world-models M, and its “pessimism” β ∈ (0, 1)
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Key Results

∗ query probability → 0 w.p.1

∗ lim inf V agent − Vmentor ≥ 0 w.p.1

∗ for any complexity class C , we can set M so
that for any event E in the class C , we can set β
so that with arbitrarily high probability: for the
whole lifetime of the agent, if the event E has
never happened before, the agent will not make
it happen. Either the mentor will take an action
on the agent’s behalf which makes E happen for
the first time, or E will never happen.
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Notation for History-Based Reinforcement Learners

∗ A,O, {0, 1} ⊂ R ⊂ [0, 1]

∗ H = A×O ×R
∗ at , ot , rt , ht

∗ h<t = h1h2...ht−1

∗ policy π : H∗  A
∗ world-model ν : H∗ ×A O ×R
∗ Pπν = probability over outcomes in H∞ when actions ∼ π,

observations and rewards ∼ ν
∗ γ = discount factor

∗ V π
ν (h<t) = (1− γ)Eπν

[∑∞
k=t γ

k−trk |h<t

]
∗ µ = the true environment

∗ M = countable set of world-models considered possible

∗ πm = the mentor’s policy

∗ P = countable set of mentor-models considered possible

7 / 15



Prior Support Assumption

We assume: µ ∈M and πm ∈ P

8 / 15



Defining the Pessimistic Agent
∗ w(ν), w ′(π) = positive prior weight for ν ∈M and π ∈ P
∗ w(ν|h<t) ∝ w(ν)

∏t−1
k=1 ν(ok rk |h<kak)

∗ qt indicates whether mentor queried at time t

∗ w ′(π|h<t) ∝ w ′(π)
∏

k<t:qk=1 π(ak |h<k)

∗ β ∈ (0, 1) = the agent’s pessimism

∗ Mβ
t = top world-models by posterior weight w(·|h<t) until sum of

posterior weights > β

∗ β-pessimistic policy

πβ(·|h<t) =

[
argmax
π∈Π

min
ν∈Mβ

t

V π
ν (h<t)

]
(·|h<t)

∗ Xt = V π
ν (h<t) with π ∼ w ′(·|h<t) and ν ∼ w(·|h<t)

∗ Yt = maxπ∈Π minν∈Mβ
t
V π
ν (h<t)

∗ Zt is i.i.d. positive r.v., such that p(Zt < ε) > 0

∗ πβZ = if Xt > Yt + Zt or Yt = 0, defer to mentor, else follow πβ
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Notation for Safety Results

∗ F ,G = sets of functions mapping N→ N
∗ CF G = TIME(F) ∩ SPACE(G)

∗ that is, a set of strings S ∈ CF G iff ∃f ∈ F , g ∈ G such that a
program can identify whether a string s ∈ S in at most f (length(s))
time and using at most g(length(s)) space

∗ FCF G = set of world-models ν for which ∃ a program such that
given an infinite action sequence and infinite random bits:

− outputs infinite sequence of observations and rewards,
distributed according to ν

− tth observation and reward output before t + 1th action read
− for some f ∈ F and some g ∈ G, when the tth observation and

reward have been output,

- the runtime is less than f (t)
- the space used is less than g(t)

∗ An event E ⊂ H∗ ×A “happens” if h<tat ∈ E

∗ h<tat ∈ E← if E “has happened”, i.e. ∃t ′ < t : h<t′at′ ∈ E
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Construction of M

Let M = FCF G , where

∗ F ,G closed under addition

∗ F ⊃ O(t)
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Probably Respecting Precedent Theorem

E ∈ C(F/t)G =⇒

P
πβ
Z
µ [∀t (h<t−1at−1 /∈ E←=⇒h<tat /∈ E∨qt = 1)] ≥ 1− 1− β

cEw(µ)

∗ F /t = {f /t | f ∈ F}
∗ cE > 0
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Tractability

∗ It isn’t tractable.

∗ Much of RL attempts to approximate
Bayes-optimal reasoning tractably.

∗ Pessimism is an alternative ideal.

∗ What if we couldn’t encode an objective that
captures every possible failure mode?
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Conclusion

∗ Pessimists probably respect precedents

∗ We can exploit this to avoid critical

failure, even if we can’t define it
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Thank you
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