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Abstract. SNP-microarrays are able to measure simultaneously both
copy number and genotype at several single nucleotide polymorphism po-
sitions. Combining the two data, it is possible to better identify genomic
aberrations. For this purpose, we propose aBayesian piecewise constant re-
gression which infers the type of aberration occurred, taking into account
all the possible influence in the microarray detection of the genotype, re-
sulting from an altered copy number level. Namely, we model the distribu-
tions of the detected genotype given a specific genomic alteration and we
estimate the hyper-parameters used on public reference datasets.

Keywords: Bayesian regression, piecewise constant function, change
point problem, DNA copy number estimation, LOH estimation.

1 Introduction

Single nucleotide polymorphisms (SNPs) are single base-pair locations in the
genome where the nucleotide can assume two possible values among the four bases
(thymine, adenine, cytosine, guanine). Since we have two copies of each chromo-
some, at each SNP corresponds a pair of nucleotides (called alleles), whose geno-
type can be AA, BB or AB, denoting with A and B the two possible values that the
nucleotide can assume. We can divide the genotypes into two classes:
Heterozygosity orHet (i.e.,AB) andHomozygosity orHom (i.e.,AA orBB).

Several diseases are due changes in genotype and/or in DNA copy number, CN
(i.e. number of copies of DNA, which is normally two). The former aberrations
are often displayed by unusual long stretches of homozygous SNPs, called LOH
regions (i.e. loss of heterozygosity). The latter aberrations can be divided as high
amplification (CN>4), gain (CN=3, 4), loss (CN=1) and homozygous deletion
(CN=0). We call these classes copy number events.
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SNP-based microarrays are able to measure simultaneously both the DNA
CN and the genotype at each SNP position. In this way, we can observe the
“abnormalities” of the genome regarding both CN and genotype, and combine
them for a better identification of the events occurred. For example, at a dele-
tion of one copy of a chromosomal segment, we usually detect a long stretch of
homozygous SNPs (since the microarray is unable to distinguish between the
presence of only one allele and the presence of two equal alleles), but, in general,
the same genotype can also occur for other reasons, such as uniparental disomy
(when two equal alleles are inherited from the same parent). In this situation,
the knowledge of both types of data can lead to the correct interpretation of the
phenomenon. Another example is when an amplified genomic segment is present:
if one of the two copies of the segment is high amplified, then, even if there are
heterozygous SNPs, all SNPs of the region will be likely detected as homozygous,
because the DNA quantity of one allele is much higher than the other one. In
this case, the integration of both types of data may better identify the dosage
of the DNA aberration.

In literature, many methods have been developed for the estimation of the CN
profile (such as [9], [10] and references therein) and others for the discovery of
LOH regions (such as [3], [8]). Nevertheless, only one method has been developed
for the integration of these two types of data and it uses an HMM model [12].

Here, we propose a method which estimates simultaneously the CN event pro-
file and the abnormal stretches of homozygous SNPs, using both genotyping and
CN data. Our model appears more complete than the one in [12], since the latter
does not distinguish regions with high amplification of DNA from gained ones, and
regions with the deletion of both alleles from those with the loss of only one allele.

2 Biological Model

In order to integrate the information given by CN and genotyping data, we need
to clarify the random variables involved in the model and the relationship among
them.

Usually, CN data are used in a log2ratio scale, where the ratio is defined
with respect to a normal reference dataset. Therefore, the estimation procedures
commonly estimate the CN profile as a piecewise constant function (i.e. the
genome is divided in regions of constant CN), where the levels assume real
values. For the purpose of our model, we estimate this profile by mBPCR [10].
The estimated profile consists of k̂cn intervals with boundaries t̂cn=(0 = t̂cn

0 ,
t̂cn
1 , . . ., t̂cn

k0
= n) and levels of the segments m̂ ∈ R

k̂cn

. Let us call ˜Zi the
random variable which represents a CN event at SNP i. It assumes values: -2
(homozygous deletion), -1 (loss), 0 (normal), 1 (gain), 2 (high amplification).
Since we estimate the CN profile with a piecewise constant function, we can also
divide the genome in regions of constant CN event. We denote with Zp the copy
number event of the pth interval.

In the past, long stretches of homozygous SNPs without copy number change
(copy-neutral LOH) were considered as a consequence of an uniparental diso-
my event (UPD). Recently, long homozygous segments have also been detected
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in genomes of normal individuals within the same population, supporting the
hypothesis that some LOH regions might represent autozygosity (e.g. [6]). A
relationship between some tumors and both types of aberrant events has been
shown (e.g. [1], [2]). In normal situation, there are two copies of each chromosome
(apart from the sex ones), called homologues, and each of them is inherited
from a different parent. UPD occurs when both homologues of a part of a chro-
mosome are inherited from only one parent. The UPD event can happen during
the meiosis or mitosis and, in cancer cells, it can occur when an homologue of
a part of a chromosome is lost and the remaining is duplicated. Instead, the
autozygosity describes a situation where the alleles are identical by descendent
(IBD), because they are inherited from a common ancestor. Therefore, IBD and
UPD can be detected because they appear as a long sequence of homozygous
SNPs with normal CN and with a low probability to occur. We define ˜Ui as
the random variable which represents the presence of IBD/UPD at SNP i (this
event can occur only if ˜Zi=0). We define pupd=P(˜Ui = 1), for i = 1, . . ., n, i.e.
the probability of IBD/UPD at any SNP.

We denote the vector of the aberration events at n SNP loci with ˜W=(˜W1,
. . . , ˜Wn). Each component i of the vector assumes values: -3 ( ˜Zi=0 and ˜Ui=1), -2
( ˜Zi=-2), -1 ( ˜Zi=-1), 0 ( ˜Zi=0 and ˜Ui=0), 1 ( ˜Zi=1), 2 ( ˜Zi=2). From the previous
discussion, we can divide the genome in intervals corresponding to the same
aberration event, i.e the profile of the aberrations consists of k0 intervals, with
boundaries 0 = t00 < t01 < . . . < t0k0−1 < t0k0

= n, so that ˜Wt0p−1+1 = . . . = ˜Wt0p
=:

Wp, for all p = 1, . . ., k0.
SNP microarray technology is unable to distinguish among a homozygosity

due to the presence of two equal alleles or the one due to the loss or high ampli-
fication of one allele. Hence, the presence of heterozygosity can ensure that the
CN is normal or gained with a high probability (we assume no difference in the
genotyping detection in presence of normal or gained CN), while the homozy-
gosity can be due to different events. Moreover, in case of homozygous deletion
(i.e. deletion of both alleles), the microarray should detect a “NoCall” at the
corresponding SNP positions, but this is very rare analyzing clinical samples,
because, for example, the DNA sample often contains also a percentage of DNA
of normal cells. Nevertheless, in some cases the information given by the “No-
Call” genotypes can be useful to distinguish between the loss of one allele or
a homozygous deletion. Therefore, three different genotyping data are present
in the biological model: the vector of true genotype in normal cells (XN ), the
one of true genotype in “cancer” cells (X), which is the due to CN changes or
IBD/UPD, and the vector of the genotypes detected by the microarray (Y). The
components of the first two random vectors can assume only values in X={Het,
Hom} and we assume that they are independently distributed as Bernoulli ran-
dom variables. On the other hand, the components of Y can assume values in
Y={NoCall, Het, NHet (i.e. Not Heterozygosity)}.

To model the distribution of Y, we take into account all the variability that
can affect it, such as PCR amplification, the presence of different cancer cell
subpopulations or normal cells, copy number changes (in particular, homozygous
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deletion, loss and high amplification). The polymerase chain reaction (PCR) am-
plification is a biological process used to amplify the sequences of DNA, before
hybridizing them on the microarray. Given the true value of the genotype and
the CN event at each position, we consider the genotyping data points Y as inde-
pendent, since their values depend only on both noise and genotyping detection
errors. Hence, for each component of Y, we define P(Yi = y |XN

i = x, ˜Wi = w),
for y ∈ Y, x ∈ X, w=-3, -2, -1, 0, 2. For example, the probability P(Yi =
Het |XN

i = Het, ˜Wi = −2) takes into account the error of the genotyping de-
tection due to the presence of different types of normal and/or cancer cell sub-
populations or to PCR amplification, while P(Yi = NHet |XN

i = Het, ˜Wi = 2)
considers the error due to the amplification of only one allele. Since we sup-
pose no difference in the genotype detection given a normal or gained CN,
P(Yi = y |XN

i = x, ˜Wi = 1)=P(Yi = y |XN
i = x, ˜Wi = 0).

From the model, given k0 and t0, the posterior distribution of ˜W is

p(w̃ |y, t0, k0) ∝
k0
∏

p=1

t0p
∏

i=t0p−1+1

∑

x∈X

p(yi |XN
i = x, wp)P(XN

i = x)p(wp), (1)

where the prior of W derives from the ones of Z and U.

Remaining Z Prior Definition. While the estimated levels of the log2ratio
profile are continuous variables, Z classifies the CN events considering (as it
is) the CN as a discrete variable. Then, the major problem in the definition of
the prior for Z consists in mapping the continuous values of the levels into the
discrete values of Z, i.e. in defining a partition of the log2ratio values such that
each interval corresponds to a particular CN event.

Usually, thehistogramof the estimated log2ratio values showsamultimodal den-
sity with peaks corresponding to CN = 1, CN = 2 and CN = 3, 4. Similarly to [7],
we modeled it as a mixture of three normal distributions. Estimated the parame-
ters of the density, we can map the log2ratio values into the copy number event
classes, using the confidence interval around the peaks of the multimodal density.
Therefore, for each p = 1, . . ., k̂cn, we define the prior distribution of Zp as:

P(Zp = 2) = P (Mp ≥ μ̂4 + 3σ̂4 | cn)
P(Zp = 1) = P ( μ̂2 + 3σ̂2 < Mp ≤ μ̂4 + 3σ̂4 | cn)
P(Zp = 0) = P ( μ̂2 − 3σ̂2 < Mp ≤ μ̂2 + 3σ̂2 | cn) (2)

P(Zp = −1) = P ( μ̂1 − 3σ1 < Mp ≤ μ̂2 − 3σ̂2 | cn)
P(Zp = −2) = P (Mp ≤ μ̂1 − 3σ̂1 | cn) ,

where we denote with cn all the information regarding the copy number (both
raw data and estimated profile with mBPCR), Mp is the random variable
representing the copy number value in the pth interval, and (μ̂cn, σ̂2

cn) are,
respectively, the estimated mean and variance of the normal distribution cor-
responding to CN = cn. From the mBPCR model, given cn, the conditional
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posterior distribution of any Mp is N (m̂p, V̂p), where (m̂p, V̂p) are, respectively,
the posterior mean and variance of Mp estimated by mBPCR.

Hyper-Parameters Estimation. The hyper-parameters of our model are:
P(XN

i = Het), for i = 1, . . ., n, pupd and all P(Yi = y |XN
i = x, ˜Wi = w),

for y ∈ Y, x ∈ X, w=-3, -2, -1, 0, 2.
To estimate the set of conditional probabilities {P(Yi = y |XN

i = x, ˜Wi = w),
y ∈ Y, x ∈ X, w=-2, -1, 0, 2}, we needed paired normal-cancer samples, since
they are related to the probability of detecting a certain genotype in a cancer
cell, given the corresponding genotype in a normal cell of the same patient and
under some CN event. Hence, we used some breast cancer cell line samples of [13],
suitable for our purpose. Instead, to estimate {P(Yi = y |XN

i = x, ˜Wi = −3),
y ∈ Y, x ∈ X}, we used 11 IBD/UPD regions previously found by us on 5
samples of patients with Hairy Cell Leukemia [5] and on the B-cell lymphoma
cell line KARPAS-422 (unpublished). All regions were detected by dChip [3].
Their width was between 3Mb and 100Mb (covering from 300 to 9800 SNPs), so
that they were large enough to be really considered IBD/UPD regions. In both
cases, we used a maximum likelihood estimation.

Regarding the prior probability of heterozygosity of each SNP i, P(XN
i =

Het), we set it as the estimated probability of heterozygosity contained in the
annotation file of the microarray used. In our application in Section 4, it is the
GeneChip Human Mapping 250K NspI (Affymetrix, Santa Clara, CA, USA).

We did not have a suitable dataset to estimate the frequency of an IBD/UPD
event (pupd). In order to understand at least the order of magnitude of this
parameter, we considered two studies on IBD regions: [1] and [6]. Using the
data of the former paper (only the normal samples), we could estimate pupd ≈
1.7 ·10−3. Instead, with the data of the latter, we estimated pupd ≈ 1.5 ·10−3, by
considering all regions greater than 1Mb, while pupd ≈ 1.46 ·10−4, by considering
only the regions greater than 3Mb. The differences in the estimations are due to
the different resolutions of the technology used (in fact, in the former the number
of SNPs used was 58,960, while in the latter was 3,107,620) and to the minimum
length allowed for these regions. The wider the regions are, the higher is the
probability that the regions represent “abnormalities” and the lower becomes
the probability of their occurrence (so that pupd is lower). In Section 4, we will
try two values: pupd = 10−3 and pupd = 10−4.

3 Estimation Procedure

To estimate the piecewise constant profile of the aberration events, we used a
Bayesian piecewise constant regression similar to mBPCR [10]. The prior distri-
butions of the number of segments and the boundaries are defined as: P (K = k)

=kmax+1
kmax

1
k(k+1) , for k ∈ K = {1, . . . , kmax}, and P (T = t |K = k) =

(

n−1
k−1

)−1

,

for t ∈ Tk,n, where Tk,n is a subspace of N
k+1
0 such that t0 = 0, tk = n and
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tq ∈ {1, . . . , n − 1} for all q = 1, . . ., k − 1, in an ordered way and without repe-
titions. The estimators of the number of segments k0 and the boundaries t0 are:

̂K01 = argmax
k∈K

p(k |Y, cn), (3)

̂TBinErrAk = argmax
t′∈T

̂k,n

E

⎡

⎣

k̂−1
∑

q=1

k0−1
∑

p=1

δt′q, t0p

∣

∣

∣

∣

∣

∣

Y, cn

⎤

⎦ . (4)

Essentially, ̂TBinErrAk consists of the k̂01 positions which have the highest pos-
terior probability to be a breakpoint. The difference with mBPCR is in the prior
and in the estimation of the number of segments. Instead of using a uniform
prior and an estimator which minimizes the posterior expected squared error,
we consider a prior similar to 1/k2 and an estimator which minimizes the 0-1
error, in order to reduce the FDR in case of few segments.

Another difference with respect to mBPCR is in the level estimation. While
in the CN model the levels were continuous random variables, now they assume
categorical values. Hence, they are estimated separately (as before) with the
MAP estimator instead of the posterior expected value,

̂Wp = argmax
w=−3,−2,−1,0,1,2

P(Wp = w |Y, t̂, k̂, cn), p = 1, . . . , k̂, (5)

where t̂ and k̂ are estimates of, respectively, t0 and k0. To compute the
estimation, we used a dynamic program similar to the one used for mBPCR.

In general, the boundary estimator ̂TBinErrAk is an estimator with a high sen-
sitivity, but also a medium FDR. The vector of the posterior probabilities to be
a breakpoint, for all the points in the sample, (called p) represents a multimodal
function with the maxima at the breakpoint positions, but often in a neighbor-
hood of each maximum there are other positions with high probability because
of the uncertainty. Hence, if we take the first k0 points with the highest probabil-
ity (definition of ̂TBinErrAk), we could take some points in the neighborhood of
the higher maxima and not some maxima with a lower probability. To improve
the estimation, since commonly the function shows clearly the positions of the
true breakpoints in correspondence to the maxima, we thought to estimate, at
the same time, both the number of the segments and the breakpoints with, re-
spectively, the number of peaks and the locations of their maxima. The problem
of the determination of the peaks is numerical and we made an algorithm to
find them, which basically uses two thresholds: one for the determination of the
peaks (thr1) and one for the definition of the values close to zero (thr2). We will
denote the corresponding estimators with ̂KPeaks,thr1,thr2 and ̂TPeaks,thr1,thr2 .

We considered several pairs of thresholds and, on the basis of the results
obtained on simulations (see [11]), we selected (K̂Peaks,01,01, T̂Peaks,01,01),
(K̂Peaks,01,mad, T̂Peaks,01,mad) and (K̂Peaks,mad,01, T̂Peaks,mad,01), where 01=
max(0.01, quantile of p at 0.95), mad=median(p)+3∗mad(p) and mad(.) is the
median absolute deviation. All the thresholds used were derived from
different definitions of which probability values are to be considered significant.
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4 Application on Real Data

The real data we used were paired samples of patients affected by chronic
lymphocytic leukemia (CLL), which then transformed in diffuse large B-cell
lymphoma (DLBCL), see [4]. For two patients we had also a third sample.
In general, samples coming from the same patient should present the same
IBD/UPD regions (the germ line ones) for the majority of the genome. Hence, we
used them to evaluate the IBD/UPD detection of our method. Moreover, in [4]
they also estimated the copy number of some genomic regions with FISH tech-
nique (fluorescent in situ hybridization) and we used them to evaluated the CN
event estimation. For the estimation, we considered the estimators (K̂Peaks,01,01,

T̂Peaks,01,01), (K̂Peaks,01,mad, T̂Peaks,01,mad) and (K̂Peaks,mad,01, T̂Peaks,mad,01)
and, as probability of IBD/UPD, either pupd = 10−4 or pupd = 10−3.

The sample of a patient can contain also a subpopulation of normal cells and
other subpopulations of tumor cells bearing different gene lesions. Moreover, we
observed that the log2ratio values corresponding to normal, gain, loss regions
are sufficiently well separated only when we look at the CN changes born in at
least 60% of the cells. As a consequence, the aim of our algorithm was to detect
the aberrations present in at least 60% of the cells to ensure that the identified
aberrations were true and not due to the noise of microarray data.

On the samples considered for the comparison, we had a total of 133 regions
estimated by FISH technique. Regarding the 17 detectable aberrations (aberra-
tions in at least 60% of the cells), 2 gains were not identified by all versions of the
method, because the estimated log2ratio (∼0.14) was lower than the threshold
for the gains (∼0.17). All versions found 3 of the 26 CN events not detectable
and another was discovered by (K̂Peaks,01,01, T̂Peaks,01,01) and (K̂Peaks,01,mad,

T̂Peaks,01,mad) with pupd = 10−3 and (K̂Peaks,mad,01, T̂Peaks,mad,01) with pupd =
10−4. Only in 2/90 normal segments, all estimators discovered an aberration. In
general, the samples used for microarray and FISH are not exactly the same,
hence the percentage of cells which carry the aberrations can be different and a
discordance between the two techniques is possible.

For the evaluation of the IBD/UPD region detection, we considered the only
two patients with three samples (see Table 1). For the first patient, we found
∼ 78% IBD/UPD regions exactly equal in all three samples and in total we could
validate ∼ 95 − 98% regions (considering also the regions exactly equal in at
least two samples and the overlapping segments). For the second, we discovered
∼ 19 − 25% equal IBD/UPD regions and validated ∼ 74% regions. In both
cases, almost all the remaining segments were smaller than 1Mb. The differences
between the results of the two patients were partially due to the difference in
the noise of the samples.

In conclusion, the three estimators behaved similarly and equally well on the
real data used. Moreover, with both values of pupd we often detected the same
breakpoints for the IBD/UPD regions, but generally with pupd = 10−3 we di-
scovered a higher number of regions and even smaller ones. Thus, pupd = 10−4

could be preferred in order to have more realistic IBD/UPD regions.
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Table 1. Results regarding the IBD/UPD region detection, obtained on two pa-
tients using the three pair of estimators (K̂Peaks,01,01, T̂Peaks,01,01), (K̂Peaks,01,mad,
T̂Peaks,01,mad) and (K̂Peaks,mad,01, T̂Peaks,mad,01) and, as probability of IBD/UPD,
either pupd = 10−4 or pupd = 10−3.

Patient 1:

pupd = 10−4 pupd = 10−3

types of regions 01, 01 01, mad mad, 01 01, 01 01, mad mad, 01

distinct (total) 413 413 414 494 492 519
equal (%) 0.79 0.79 0.78 0.78 0.78 0.77
equal in 2 samples (%) 0.15 0.15 0.20 0.15 0.15 0.18
overlapping (%) 0.03 0.03 0.01 0.02 0.02 0.03
validated (%) 0.98 0.98 0.98 0.95 0.95 0.98
remaining (%) 0.02 0.02 0.02 0.05 0.05 0.02
% of remaining < 1Mb 0.80 0.80 0.88 0.93 0.92 1.00

Patient 2:

distinct (total) 441 441 454 580 580 618
equal (%) 0.21 0.21 0.25 0.19 0.19 0.24
equal in 2 samples (%) 0.02 0.02 0.03 0.03 0.03 0.02
overlapping (%) 0.50 0.50 0.47 0.51 0.51 0.50
validated (%) 0.73 0.73 0.74 0.74 0.74 0.76
remaining (%) 0.27 0.27 0.26 0.26 0.26 0.24
% of remaining < 1Mb 0.88 0.88 0.89 0.91 0.91 0.93

5 Conclusions

We propose a new algorithm for the joint estimation of CN events and IBD/UPD
regions, in order to better identify these types of genomic aberrations. Our
method consists in a Bayesian piecewise constant regression, which takes into
account the errors in the genotyping measurements of microarrays, due to the
aberrations affecting the CN. Moreover, differently from the only other method
present in literature (i.e., [12]), it considers all the CN events biologically rele-
vant. The goodness of our model is supported by the results obtained on real
data. Therefore, our method can be very useful, for example, in cancer research,
to find genomic mutations that characterize the disease.
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